
ORIGINAL PAPER

Yongjun Jiang Æ Jianwei Zou Æ Chunshan Gui

Study of a ligand complexed with Cdk2/Cdk4 by computer simulation

Received: 15 October 2004 / Accepted: 28 February 2005 / Published online: 1 June 2005
� Springer-Verlag 2005

Abstract Cyclin-dependent kinases (Cdks) play impor-
tant roles in the regulation of the cell cycle. Their
inhibitors have entered clinical trials to treat cancer.
Very recently, Davis et al. (Nat Struct Biol 9:745–749,
2002) have found a ligand NU6102, which has a high
affinity with cyclin-dependent kinase 2 (Ki=6 nM) but a
low affinity with cyclin-dependent kinase 4
(Ki=1,600 nM). To understand the selectivity, we use
homology modeling, molecular docking, molecular
dynamics and free-energy calculations to analyze the
interactions. A rational 3D model of the Cdk4–NU6102
complex is built. Asp86 is a key residue that recognizes
NU6102 more effectively with Cdk2 rather than Cdk4.
Good binding free energies are obtained. Energetic
analysis reveals that van der Waals interaction and
nonpolar contributions to solvent are favorable in the
formation of complexes and the sulfonamide group of
the ligand plays a crucial role for binding selectivity
between Cdk2 and Cdk4.

Keywords Homology modeling Æ Molecular docking Æ
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Introduction

The cyclin-dependent kinases (Cdks) are a family of Ser/
Thr kinases that play a central role in the regulation of
the cell cycle [1, 2]. They are increasingly being identified

as important targets for therapeutic intervention in
cancer [3, 4]. A number of small-molecule inhibitors of
Cdks have been identified and described in recent re-
views [5–7]. Flavopiridol is the most successful flavonoid
anticancer agent in its inhibition of multiple Cdks such
as Cdk1, Cdk2 and Cdk4 [8]. Since these enzymes are
involved at different stages of the cell cycle, more
selective inhibitors would therefore provide a broader
palette of biological profiles.

Computational techniques in computer-aided drug
design are an important tool for illustrating receptor–
ligand interactions. Some computational approaches
were recently used to study Cdk–ligand recognition [9–
13]. Recently, Davies et al. [14] designed a new inhib-
itor, NU6102, which has a high affinity with Cdk2
(Ki=6 nM) but a low one for Cdk4 (Ki= 1,600 nM).
To understand the origin of the difference, we have
used homology modeling, molecular docking, molecu-
lar dynamics (MD) and free-energy calculations to
analyze the interactions between the inhibitor and
Cdks.

Methods

Homology modeling

Although the structure of Cdk4 has not been solved,
the level of sequence homology between Cdk4 and
Cdk2 is quite high (sequence identity 45.6%) and it
seemed reasonable to construct a Cdk4 model based
on the Cdk2 structure. Encouragingly, Honma et al.
[15, 16] have applied a new de novo design strategy
using a Cdk4 homology model according to an acti-
vated form of Cdk2 and found some potent Cdk4
inhibitors. In the present paper, the 3D structure of
Cdk4 was built using the Homology module of In-
sightII 2000 [17] based on a monomer of the X-ray
structure of the NU6102–Cdk2 complex (pdb code
1H1S) excluding cyclin A. The model was optimized
using the molecular mechanics method with the fol-
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lowing parameters: a distance-dependent dielectric
constant of 5.0; nonbonded cutoff 10 Å ; Amber force
field [26] and Kollman all-atom charges [17]; and
conjugate gradient minimized until the energy gradient
RMS�1 . The final minimization structure was used to
molecular docking.

Automated molecular docking

The interaction mode between NU6102 and Cdk4 was
explored by the docking program AutoDock 3.0 [18].
The Lamarckian genetic algorithm (LGA) [19] was
used to deal with the inhibitor–protein interactions.
The whole docking process can be described as follows.
First, the Cdk molecule was checked for polar hydro-
gens and assigned partial atomic charges. The PDBQs
file was created, and the atomic solvation parameters
were also assigned for the macromolecules. Meanwhile,
all the torsion angles of the inhibitors to be explored
during molecular docking were defined. This allowed a
conformational search of inhibitors during the process
of docking. Second, a 3D grid was created by the
AutoGrid algorithm [19] to evaluate the binding ener-
gies between the inhibitor and the protein. Third, a
series of docking parameters were set up. The number
of generations, energy evaluations and docking runs
were set to 50,000, 1,500,000 and 20, respectively. The
docking parameters were tested by docking NU6102
into Cdk2. Fourth, the model Cdk4 was aligned on the
X-ray structure of the Cdk2–NU6102 complex. Cdk2
was excluded, and the position of NU6102 was used as
the initial position for docking. The lowest-energy
docked complex was found in the majority of similar
docking conformations. Finally, the lowest-energy
docked complex was selected for further study.

Molecular dynamics simulation

Force-field parameters

Since comparison of the X-ray structures for variant
states of Cdk2 including inactive and active state reveals
only very small differences in the vicinity of inhibitor-
binding site between different activation states of Cdk2,
the monomer of phosphorylate Cdk2 was mutated into
the normal Thr at the 160th residue. The force-field
parameters for Cdk2 and Cdk4 were obtained from the
parm98 force field in Amber7 [20].

The ligand NU6102 was fully minimized by the AM1
method and electrostatic potentials computed at the HF
6-31G* level in the Gaussian 98 program [21]. The
RESP fitting technique in AMBER was used to deter-
mine the partial charges. The missing van der Waals
nonbonded parameters of the ligand were generated by
the Antechamber program.

Molecular dynamics simulation

All MD simulations were carried out at 298 K with the
ligand bound to the protein and with a cap of waters
around the complex filled up to 25 Å from the center of
mass of the ligand. The explicit solvent model TIP3P
was used for water. SHAKE was applied to all bonds
involving hydrogen and a time step of 2 fs was used [22].
The nonbonded pairs were updated every 30 steps with a
cutoff of 12 Å for the nonbonded interactions. All resi-
dues within 15 Å and all waters were allowed to move,
and the rest was fixed. Prior to the MD simulations,
2,000 steps of minimization with the steepest descent
method were used to remove high-energy interatomic
contacts. Each system was run for 600 ps and 50 snap-
shots were collected every 4 ps during the final 200 ps
for each of the MD trajectories for the free-energy
analysis.

Free energy calculation

The free energy was approximated as the sum of the
molecular mechanical energy in vacuo, the solvation free
energy [23, 24]:

G ¼ EMM þGsolv�TS

where

Gsolv ¼ Gpolv þGnp:

The totalmolecularmechanical energies,EMM, include
bond, angle, dihedral, E(BADH), van der Waals, and
electrostatics terms. The electrostatic component of the
solvation free energy, Gpol, was computed by the finite-
difference Poisson–Boltzmann approximation [25]. In this
approach, the solvent was treated as a continuum model
of high dielectric (e=80) and the solute as a low-dielectric
medium (e=1) with embedded charges taken from the
Cornell et al. [26] force field. The radii of the atoms were
taken from the PARSE parameter set [27]. The salt effect
was neglected.Wedefined a 0.5 Å gird spacingwith lattice
dimensions extending 20% beyond the solute dimensions
and required 1,000 linear iterations. The hydrophobic
contribution to the solvation free energy was determined
with a solvent-accessible surface-area-dependent term
[27]. The solvent-accessible surfaces (SAS) were calcu-
lated with Paul Beroza’s molsurf program, which is based
on analytical ideas by Mike Connolley [28]. Gnp was cal-
culated as 0.00542·SAS+0.92 [27].

Normal-mode analysis

We estimated the conformational entropy contributions
(translation, rotation and vibration) to the binding free
energy using normal-mode analysis. As they are very
time-consuming, to simplify the calculations, the resi-
dues further than 10 Å from the ligand in the two ter-
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minals of the Cdks from the final MD snapshots were
excluded and the systems had about 3,500 atoms and the
complexes did not have unbonded valences. The com-
plexs, receptors and ligands were minimized using a
conjugate gradient strategy for 50,000 steps in the
presence of a distance-dependent dielectric (4rij) using
the sander program in AMBER. The entropy for each
structure was calculated using classical statistical for-
mulae and normal-mode analysis.

Computational mutagenesis

The approach mutated several snapshots from the wild-
type trajectory by altering their coordinates [29]. This
method was applied to obliterating changes or amino
acid deletions such as alanine and glycine mutations.
Meanwhile, the mutated systems were not minimized,
and it is assumed that no local rearrangements occur
with the mutation.

Results and discussion

The sequence-alignment result from the segment pair
overlap algorithm is shown in Fig. 1 [30]. The
monomer of Cdk2 from NU6102 complexed to
phospho-Cdk2-cyclin A was used as a template for
modeling the active Cdk4 structure. The complex
structure of Cdk4 with NU6102 by molecular docking
is shown in Fig. 2. Figure 3a, b shows the interacting
modes of compound NU6102 with Cdk2 and Cdk4,
respectively, derived by the LIGPLOT program [31].
From Fig. 3b, ten residues form a hydrophobic
pocket. Following a similar binding pattern, hydrogen
bonding is one important characteristic of the inter-
action between NU6102 and Cdk2 or Cdk4. Hydrogen
bonds are formed between the purine core and the
backbone of residues Leu83 and Glu81 in the Cdk2–
NU6102 complex. Instead, the ligand donates two

hydrogen bonds to Glu94 (rNH–O=2.85 Å) and
Val96 (rNH2–O=2.59 Å) in the Cdk4 complex, which
is consistent with the results Honma et al. [15, 16],
who predicted structural requirements for Cdk4 mod-
el. Furthermore, because the NH2 group of the sul-
fonamide donates a hydrogen bond to a side chain
oxygen of Asp 86 (RNH2–O=2.9 Å), and one sul-
fonamide oxygen accepts a hydrogen bond from the
backbone nitrogen of Asp 86 (rNH–O=3.1 Å), Cdk2
has a high affinity for NU6102. However, in the
Cdk4–NU6102 complex, from our model, the sulfon-
amide group is exposed outside the binding pocket of
Cdk4.

MD simulations of the NU6102 complex with Cdk2
or Cdk4 were performed with a spherical cap of ex-
plicit waters and a ‘‘belly’’, in which atoms are allowed
to move during the simulations. The root-mean-
squared distances (RMSDs) of the ligand from the
initial structures are reported in Table 1. The average
RMSD fitted to the starting structure of the ligand in
the Cdk2 complex is 1.112 Å . However, the RMSD
fitted to the starting structure of the ligand in the
Cdk4 complex is 2.149 Å . The NU6102 in the Cdk4
complex is more flexible than that in the Cdk2 com-
plex, which agrees with the structural information of
these two complexes.

The results from energetic analyses of 50 equally
spaced snapshots taken from each of the two MD
simulations are summarized in Table 2. The calcu-
lated free energies of the Cdk4–NU6102 complex
(DGbinding=-8.67 kcal mol�1) and of the Cdk2–NU6102
complex formation (D Gbinding=-10.65 kcal mol�1)
agree fairly well with those from experiment (�7.9 and
�11.29 kcal mol�1, respectively). The favorable for-
mation of these complexes is driven by van der Waals
contributions (DEvdw values) and nonpolar contribu-
tions to solvation (DGnp). As demonstrated by numerous
studies [22–28], electrostatics generally disfavor the
docking of ligand and receptor molecules because the
unfavorable change in the electrostatics of solvation is
mostly compensated by the favorable electrostatics

Fig. 1 The sequence alignments of Cdk2 and Cdk4 generated by CLUSTALW. In the sequences, an asterisk (*) indicates an identical or
conserved residue; a colon (:) indicates conserved substitutions; a stop (.) indicates semi-conserved substitutions
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within the resulting ligand–receptor complex. Here, the
total electrostatic energy contributions (DGpbele) for
both Cdk2 and Cdk4–NU6102 complex formation are
unfavorable, with values of 26.27 and 31.48 kcal mol�1,
respectively. Since the sulfonamide forms another two
hydrogen bonds with Asp86 in the Cdk2–NU6102
complex, the electrostatic interaction in Cdk2–NU6102
(DEele=-49.21 kcal mol�1) is more favorable than in
Cdk4–NU6102 (DEele=-30.87 kcal mol�1).

As shown above, the sulfonamide group plays an
important role in recognition by Cdk2 and Cdk4. Our
energetic analyses of individual group’s interactions
clearly elucidate the structural character (Table 3). The
contribution of the purine core is most favorable for
ligand binding, as excepted (�42.89 kcal mol�1 for
Cdk2–NU6102, �43.53 kcal mol�1 for Cdk4–
NU6102, respectively). The sum Emm of the sulfon-
amide group is favorable for Cdk2–NU6102

(Emm=-11.28 kcal mol�1) but unfavorable for Cdk4–
NU6102 (Emm=14.89 kcal mol�1), which also indi-
cates that the sulfonamide group is thus a major
binding-selectivity determinant.

To investigate the role of some residues in the li-
gand–protein interaction, we applied a computational
mutagenesis replacing these residues by alanines. Re-
sults from our energetics of the mutant complexes are
shown in Tables 4 and 5. In the Cdk2–NU6102 com-
plex, mutation of ILE11 to Ala was unfavorable by
2.42 kcal mol�1 . The mutation induced a reduction of
2.85 kcal mol�1 in Evdw. Like ILE11, Leu135 is also
unfavorable by 2.80 kcal mol�1 replacement by Ala
resulting in a reduction of 2.85 kcal mol�1 in Evdw.
However, E81 and D86 form hydrogen bonds with
NU6102, so their mutations are found to be unfavor-
able for Eele, as shown by D DEele=5.7 kcal mol�1 for
E81/Ala and D DEele=18.64 kcal mol�1 for D86/Ala.

Fig. 2 Predicted binding model of Cdk4–NU6102 by homology modeling and molecular docking, hydrogen bonds are drawn as dotted
lines
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Although Asp is conserved through the whole Cdk
family, our calculations indicate that D86 in Cdk2 is an
important residue for recognizing the inhibitor. How-

ever, the corresponding residue of D99 in Cdk4 does
not act on the small molecule. In the Cdk4–NU6102
complex, since the hydrogen bond between NU6102
and Glu94 is broken upon mutation of Glu to Ala, Eele

Table 1 RMS deviation (Å) of the ligand in simulations from its
starting structure

Complex Average Maximum Minimum

Cdk2 1.112 1.699 0.225
Cdk4 2.149 2.549 0.713

Table 2 Binding free energies (kcal mol�1) of Cdk4, Cdk2 and
their ligand NU6102

Contribution Cdk4–NU6102 Cdk2–NU6102

Mean STD Mean STD

DEele �30.87 3.94 �49.21 7.24
DEvdw �44.76 3.30 �47.20 3.99
DEgas �75.63 4.42 �96.42 7.22
DGnp �2.87 0.17 �3.10 0.14
DGpb 62.35 3.56 75.49 7.30
DGpbele 31.48 4.01 26.27 3.89
D DGpb, tot �16.15 4.01 �24.03 3.68
TS 7.48 13.38
DGbinding �8.67 �10.65
Experiment* �7.90 �11.29

Table 3 Molecular mechanic interaction energy (kcal mol�1) be-
tween Cdks and NU6102

Group Cdk2–NU6102
(kcal mol�1)

Cdk4–NU6102
(kcal mol�1)

Emm1 �11.28 14.89
Emm2 �13.76 �11.84
Emm3 �42.89 �43.53
Emm4 �12.78 �14.66

Energetic analyses are computed by Anal program [19, 32].
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Fig. 3 a Two-dimensional representative for the interacting model of NU6102 complexed with the Cdk2 from an X-ray structure by
LIGPLOT. b Two-dimensional representative for the interacting model of NU6102 complexed with the Cdk4 from a predicted structure
by LIGPLOT
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is unfavorable by 6.25 kcal mol�1 and the total bind-
ing energy is unfavorable by 1.30 kcal mol�1 . Sur-
prisingly, the binding free energies are not changed as
expected with the mutations of L83 in Cdk2–NU6102
and V96 in Cdk4–NU6102.

Conclusion

Understanding protein–ligand interactions is essential
for designing more selective and potent inhibitors. In
this paper, we have presented an approach that com-
bines homology modeling, molecular docking, molecu-
lar dynamics and Poisson–Boltzmann free-energy
simulations to understand the binding selectivity of
NU6102 complexed with Cdk2 and Cdk4. A reasonable
3D structure of Cdk4 was constructed based on an
activated monomer of Cdk2. By molecular docking, a
complex model provides a satisfactory explanation for
the binding mechanism of Cdk4 with NU6102. Our
study suggests the origin of binding selectivity of
NU6102 complexed with Cdk2/Cdk4, which is mainly
the sulfonamide group exposed outside binding pocket
of Cdk4 but forming a hydrogen bond with Asp 86 in
Cdk2–NU6102. Good binding free energies are obtained
by MM/PBSA, and the calculations suggest that van der
Waals interactions and nonpolar contributions to sol-
vation provide the driving force for binding. Ala scan-
ning reveals some key residues involved in the binding of
complex.
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